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01 | EXECUTIVE SUMMARY

This report is based on a survey of development, operations, and security professionals—including C-level
executives who lead them—across a wide range of industries. It explores development practices and the
state of application security at organizations of all sizes. Survey results indicate that despite great strides

in accelerating the application development process, security processes continue to create roadblocks:

e Application security testing scans take at least five hours for nearly two-thirds of organizations—with

over one-third indicating eight or more hours.

e (Once the scan report is generated, it takes the application security team an average of one hour to
triage and diagnose each alert. For those that are true vulnerabilities, over half of developers spend
more than four hours locating the cause of the vulnerability and fixing it. After that, developers spend
six hours per week verifying remediations.

e For applications in production, each alert consumes more than three hours of work for the security
operations (SecOps) team, and each vulnerability requires 10 hours of unscheduled developer time for

emergency remediation.

Despite these significant disruptions in the name of security, application security outcomes at the vast

majority of organizations leave much to be desired:
e 79% admit their average application in development has an average of 20 or more vulnerabilities
e More than 99% say that applications in production average at least four vulnerabilities

e Only 5% of organizations avoided successful application attacks in the past year, and 61%

experienced more than three
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e More than two-thirds of organizations suffered an attack that resulted in the loss of critical data or

operational disruption

As the demands on developers intensify and attackers increasingly target applications, organizations
desperately need true observability into vulnerabilities and attacks. This necessitates a move beyond
legacy application security tools toward an integrated application security architecture featuring
instrumentation. This enables continuous monitoring and vulnerability scanning from within the application
and results in continuous observability across the software development life cycle (SDLC)—virtually
eliminating security-related coding delays while providing more complete protection against vulnerabilities

and attacks.

THE STATE OF DEVSECOPS REPORT
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KEY FINDINGS

of organizations have increased DevOps budgets due to COVID-19 by more than 10%

say the DevOps team is under increasing pressure to shorten release cycles

say the average application in development has

say the average application in production has

say vulnerability scans take

say each security alert consumes

say each vulnerability identified consumes

vulnerabilities

vulnerabilities

say hours

of application security time

of developer time

of organizations sometimes skip security scans to meet deadlines

of organizations experienced successful exploitative attacks; only experienced zero

lost critical data; experienced operational disruption; saw brand degradation



02 | INTRODUCTION

As Microsoft CEQ Satya Nadella asserted in 2019, “Every company is now a software company.”' Digital
tools and processes have permeated sales, manufacturing operations, supply chain management, and
customer service at virtually every organization—part of a larger phenomenon that is sometimes called
digital transformation. This trend was well underway even before the COVID-19 pandemic transformed

global business overnight in early 2020. Since then, the process has only accelerated.?

Sizable companies in virtually every industry—and more than a few small and midsize businesses—now
have their own in-house applications. This software is built by both in-house and outsourced development
teams, and those teams have a tangible impact on the bottom line. Methodologies like Agile and DevOps
and a growing use of open-source code® have accelerated the development process, enabling companies

to deliver digital transformation at scale.

Unfortunately, the breakneck speed at which applications are now developed can present security risks to
organizations. Legacy application security tools and processes were designed for slower, more methodical
approaches to software development and struggle to adapt to today’s pace. At the same time, software is
a more compelling target for cyber criminals than ever before. The most recent Data Breach Investigations
Report from Verizon found that 43% of data breaches this past year were the result of a web application

vulnerability—a figure that more than doubled over the previous year.*
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METHODOLOGY FOR THIS STUDY

This report is based on a comprehensive survey of practitioners and business leaders who touch the
application development and security functions in various ways. Conducted in September 2020, the
survey sought to gauge the importance of software development, as well as the state of application
security, in a variety of industries. The results of each question were analyzed for the whole cohort, and
some answers were also grouped by background data like company size and job title. From this analysis,

we identified several insights about application development across multiple industries.

Figure 1

A Diverse Pool of Respondents

Respondents come from organizations of varying sizes and in a variety of industries. Three-quarters work
at companies with 2,000 or more employees (Figure 1)—aoften referred to as enterprises—while
one-quarter are from smaller organizations. Respondents were part of a diverse array of industries,

including technology, financial industries, retail/hospitality, manufacturing, and healthcare (Figure 2).
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WHAT BEST DESCRIBES YOUR INDUSTRY?
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Respondents’ job titles range from C-level technology executives to individual contributors, with specialties
ranging from development to operations to security (Figure 3). The questions in the survey reflect an
attempt to glean in-depth information about organizations’ development and application security practices,

as well as the outcomes they are experiencing.
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03 | INSIGHTS FROM DEVELOPMENT AND
SECURITY PROFESSIONALS

ANALYSIS OF THE SURVEY RESULTS REVEALS FIVE INSIGHTS FROM THE PERSPECTIVE OF BOTH
CORPORATE LEADERS AND FRONT-LINE WORKERS INVOLVED IN SOFTWARE DEVELOPMENT AND
APPLICATION SECURITY:

INSIGHT: DEVOPS IS GROWING IN IMPORTANCE, AND THIS PUTS PRESSURE ON DEVELOPERS
As the digital economy grows, speedy application development has become increasingly critical to
companies in all industries. This trend has accelerated as a result of the changes in business priorities
due to COVID-19.5 A solid majority of respondents (57%) report that their organizations have increased
budgets for DevOps activities as a result of the pandemic (Figure 4), and 35% said that budget increase is

more than 10% (Figure 5).
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WILL YOUR ORGANIZATION PLACE MORE EMPHASIS AND BUDGET ON DEVOPS
AS A RESULT OF THE BUSINESS CHANGES OF COVID-19?

57%
Figure 4

34%

INCREASE OR SLIGHT INCREASE NO CHANGE

HOW MUCH DO YOU ANTICIPATE YOUR DEVOPS BUDGET TO
INCREASE AS A RESULT OF COVID-19?

INCREASE OVER 25% INCREASE 11% T0 25% INCREASE UP T0 10%




Growing Depth in DevOps Operations

Survey results indicate that most organizations have relatively mature DevOps programs—not surprising
given that DevOps has been in the mainstream for several years. More than three-quarters (78%) of
respondents say that the methodology is in use for at least half of applications (Figure 6), and 88% report
utilizing more than 500 application programming interfaces (APIs) (Figure 7). And 80% of teams deploy

code to production at least multiple times per week (Figure 8).

WHAT IS YOUR LEVEL OF OPEN-SOURCE LIBRARY AND FRAMEWORK ADOPTION?

FULL ADOPTED (IN OVER 95% OF APPLICATIONS) [N 10%
SIGNIFICANT ADOPTION (AROUND 75% OF APPLICATIONS) [N 34%
SOME ADOPTION (AROUND 50% OF APPLICATIONS) N 34%
SILOED ADOPTION (AROUND 30% OF APpLICATIONS) NN 70%
JUST GETTING STARTED (AROUND 10% OF APPLICATIONS) [ 1%

nopopTion [ 1% Figure 6
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ON AVERAGE, HOW OFTEN DO YOU DEPLOY TO PRODUCTION?

WITH EVERY CHANGE

MULTIPLE TIMES PER DAY

MULTIPLE TIMES PER WEEK

WEEKLY

EVERY COUPLE WEEKS Figure 8

MONTHLY

Increased Speed Requirements on Developers

From the perspective of developers, the great strides they have made in speed and efficiency in recent
years is simply not enough for their management. Nearly 8 in 10 respondents (79%) say their DevOps
team is under increased pressure to shorten release cycles and commit more code (Figure 9)—including

more than 90% of CEQOs, ClOs, CTOs, release managers, and security operations (SecOps) managers.

IS YOUR DEVOPS TEAM UNDER INCREASED PRESSURE TO
SHORTEN RELEASE CYCLES AND COMMIT MORE CODE?

43% Figure 9
36%
19%
Gl 0%
STRONGLY AGREE NOCHANGE DISAGREE STRONGLY
AGREE DISAGREE
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42% OF COMPANIES THAT SUFFERED A BREACH ATTRIBUTED THE
CAUSE TO A KNOWN BUT UNPATCHED VULNERABILITY.

SOURCE: “THE STATE OF VULNERABILITY MANAGEMENT IN THE CLOUD AND ON-PREMISES,” PONEMON INSTITUTE
AND IBM, AUGUST 2020.

More Leadership Focus on Application Security

Cybersecurity is increasingly a priority for leaders such as boards of directors and the C-suite, and
application security is an increasingly important part of that mix. Research by Verizon found that 43% of
data breaches in the past year were the result of a web application vulnerability—a figure that more than
doubled over the previous year.® And recent research by Contrast Labs found more than 13,000 attacks
per application per month.” As a result, it is not surprising that a solid majority (56%) of respondents
report that application security is discussed at each quarterly board meeting (Figure 10), and application

security is a C-suite performance measurement at 72% of organizations (Figure 11).

IS APPLICATION SECURITY RISK A TOPIC AT
BOARD OF DIRECTOR MEETINGS?

QUARTERLY MEETINGS 56%
SOMETIMES 28%

OCCASIONALLY 16% Figure 10



IS APPLICATION SECURITY RISK A C-SUITE MEASUREMENT?

12%

Figure 11

Given the importance of application security to executive management, it makes sense that 84% of
organizations leave the final decision for DevSecOps investment to someone in the C-suite. Close to half

(42%) leave that decision to the CISO (Figure 12).

WHO IS RESPONSIBLE FOR FINAL DEVSECOPS DECISIONS

IN YOUR ORGANIZATION?
CISo 42%
clo 16%
cT0 26% .
Figure 12
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HEAD OF DEVELOPMENT 7%



“IDEALLY, OUR DEVELOPERS WORK AT A HIGH SPEED, AND THE
SECURITY TEAM INVESTIGATES AND ANALYZES VULNERABILITIES
AS THEY OCCUR. BUT WHEN WE HAVE A RUSH OF WORK, THIS IS

NOT ACTUALLY HAPPENING.”

- SURVEY RESPONDENT, CLOUD ARCHITECT, TECHNOLOGY INDUSTRY

APPLICATIONS HAVE MANY VULNERABILITIES, AND MOST ORGANIZATIONS USE
DEDICATED HEADCOUNT TO ADDRESS THEM

Vulnerabilities continue to be an issue with applications in development. Nearly 8 in 10 respondents (79%)
say that the average application has 20 or more vulnerabilities (Figure 13). And the problem does not end
when applications are deployed into production. More than 99% of respondents say the average

application in production has at least four vulnerabilities.

HOW MANY VULNERABILITIES DOES THE AVERAGE HOW MANY VULNERABILITIES DOES THE AVERAGE
APPLICATION IN HAVE? APPLICATION IN PRODUCTION HAVE?
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307049 42%

50 OR MORE 13% MORE THAN 500 | 1%

When asked to rank a list of vulnerability types by the risk they pose to their organizations, types most

cited in the top four were SQL injection, cross-site scripting (XSS), and broken authentication (Figure 14).



WHAT VULNERABILITIES POSE THE BIGGEST RISK TO YOUR ORGANIZATION (RANK TOP 4)?
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But interestingly, command injection was the second most common choice as the highest-risk
vulnerability type. While this attack type is rare, the consequences of such an attack would be devastating,

as an adversary could accomplish a complete remote takeover of a host.

This prioritization of vulnerability types differs somewhat from rankings by the Open Web Application

Security Project (OWASP). SQL injection and command injection both belong to the number one item on

the OWASP Top 10—injection vulnerabilities (Figure 15). XSS is ranked seventh by OWASP, and broken
authentication is ranked second. The latest Contrast RiskScore™ ranks XSS and SQL injection with the

second- and third-highest scores, while broken authentication is number 15 in terms of rank.
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Security Staffing and Tools

Given this prevalence of vulnerabilities in applications, it is perhaps not surprising that two-thirds (67%) of

organizations have dedicated headcount for application security (Figure 16). These specialists are a part of
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the security team in approximately half of cases, and on the development team in the other half.

Looking at this data by industry, it becomes clear that the answers to this question are not uniform.

Insurance companies (90%), managed services providers (81%), and power and energy (75%) are more

likely to have dedicated headcount than the group as a whole. On the other hand, finance and banking

(56%), healthcare (56%), and manufacturing (57%) are less likely. And in organizations that have

dedicated headcount, they are more likely to be on the security team at managed services providers

(58%) and transportation and logistics companies (50%). This headcount is more likely to reside on the

DevOps team in insurance (70%), media and entertainment (50%), and technology companies (41%)

(Figure 17).

- BROKEN AUTHENTICATION 2
SENSITIVE DATA EXPOSURE 3
XML EXTERNAL ENTITIES 4
BROKEN ACCESS CONTROL 5
SECURITY MISCONFIGURATION 6
CROSS-SITE SCRIPTING (XSS) 7
INSECURE DESERIALIZATION 8
USING COMPONENTS WITH 9
KNOWN VULNERABILITIES
INSUFFIGIENT LOGGING
AND MONITORING 10

Figure 15



Another Contrast Labs survey? that focused on the technology industry found that a similar percentage of
firms had dedicated application security headcount, but almost all who had such headcount housed it on
the security team. Here, including application security as a responsibility of the CISO and her or his team

seems to be a trend with leading-edge companies.

DO YOU HAVE A DEDICATED HEADCOUNT RESPONSIBLE FOR APPLICATION SECURITY?

YES, THEY ARE ON THE DEVOPS TEAM 3%
YES, THEY ARE ON THE SECURITY TEAM 3%
NO, APPSEC IS A SHARED RESPONSIBILITY BETWEEN DEVELOPEMENT AND SECURITY TEAMS s 315
NO, APPSEC IS A SHARED RESPONSIBILITY ON THE SECURITY TEAM I 1%
NO, APPSEC IS A SHARED RESPONSIBILITY ON THE DEVELOPMENT TEAM
NO, WE LACK A CLEAR LINE OF RESPONSIBILITY FOR APPSEC Figure 16

DO YOU HAVE A DEDICATED HEADCOUNT RESPONSIBLE FOR APPLICATION SECURITY?

MANAGED SERVICES PROVIDER 19% 23% 58%
TRANSPORTATION AND LOGISTICS 28%
FINANCE/BANKING 1% 4% 1% 44%
MANUFACTURING 43% 14% 43%
POWER AND ENERGY 25%
HEALTHCARE 15% 19% 37%
EDUCATION 33% 33% 33%
TECHNOLOGY 28% 41% 31%
INSURANCE  [710%
MEDIA AND ENTERTAINMENT 31% 50% 19%
RETAIL/HOSPITALITY 50% 40% 10%

NO, APPSEC IS A SHARED RESPONSIBILITY BETWEEN DEVELOPMENT AND SECURITY TEAMS

NO, APPSEC IS A SHARED RESPONSIBILITY ON EITHER THE DEVELOPMENT OR SECURITY TEAMS OR THERE LACKS A CLEAR LINE OF RESPONSIBILITY
YES, THEY ARE ON THE DEVOPS TEAM

YES, THEY ARE ON THE SECURITY TEAM

Figure 17

THE STATE OF DEVSECOPS REPORT




Collaboration Between Development and Security Teams

ldeally, an organization’s development and security teams should be in frequent contact and work
together to ensure that applications are delivered into production without vulnerabilities. This is true
regardless of which team delivers front-line application security. In a freeform question, survey
respondents were asked to describe the relationship between the security and development teams at their
organizations (Figure 18). In an analysis of the open-text answers, 43% of respondents used terms like
integrated, collaborative, and coordinated—concepts that would describe a well-functioning relationship.

Unfortunately, this may mean that 57% of organizations still have work to do in this regard.

HOW WOULD YOU DESCRIBE THE RELATIONSHIP BETWEEN YOUR
SECURITY AND DEVELOPMENT TEAMS?

7% 18% Figure 18
8%

INTEGRATED COLLABORATIVE COORDINATED

“CREATING A BALANCE AND SYNERGY BETWEEN THE SECURITY
AND DEVELOPMENT TEAMS IS THE EASIEST AND MOST
ECONOMICAL WAY TO ACHIEVE SOFTWARE SECURITY.

IT CONTRIBUTES A GREAT DEAL TO THE GROWTH AND
DEVELOPMENT OF THE WHOLE ORGANIZATION.”

- SURVEY RESPONDENT, CEO, HEALTHCARE INDUSTRY




INSIGHT: APPLICATION SECURITY PROCESSES CONTINUE TO SIGNIFICANTLY SLOW
DEVELOPMENT CYCLES

When asked detailed questions about application security processes, respondents tell a story of repeated
delays to the development process—which can threaten the timely delivery of software for critical business
objectives. In fact, 40% of respondents report that their teams sometimes or often skip security processes in
order to meet deadlines. This can backfire when vulnerabilities are missed as a result, slowing delivery of the
application at a later point in the process and putting the application and organization at risk if they are

released into production (Figure 19).

Figure 19

Inefficiencies for Application Security Professionals

Vulnerability scans done by application security testing solutions cause significant delays for the security
team. One big time sink is the time it takes to complete vulnerability scans. Nearly two-thirds (65%) of
respondents said that these scans take at least five hours each time they are done—and 35% say that
figure is eight hours or more (Figure 20). Since development often continues while scans are being run
and the results are analyzed, even the first steps of remediation can be delayed until after additional layers

of code have been added.
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Once the scan is complete, application security professionals must pore over a long report to make note
of all alerts, identify legitimate vulnerabilities, and trace their source. The majority (63%) say this process
takes one hour per alert with a legacy static application security testing (SAST) tool (Figure 21). Slightly
fewer respondents (61%) estimate this task takes approximately one hour with a legacy dynamic

application security testing (DAST) approach.

HOW LONG DOES IT TAKE TO COMPLETE EACH STATIC APPLICATION
SECURITY SCAN ON AVERAGE?

MORE THAN ONE DAY
12 HOURS OR MORE
870 11 HOURS
5707 HOURS

3T0 4 HOURS

1T0 2 HOURS

LESS THAN 1 HOUR

Figure 20

Of course, these figures are multiplied by the number of alerts, often in the hundreds for each scan. Many
of them turn out to be false positives, for which both SAST and DAST solutions are notorious. Eight in 10
respondents report that at least half of the alerts generated by their scanning tools are false positives, and
38% put that ratio above three-quarters (Figure 21). This translates into many hours of wasted time for

security team members.



WHAT PERCENTAGE OF SECURITY ALERTS IDENTIFIED BY SCANNING TOOLS
TURN OUT TO BE FALSE POSITIVES?

OVER 75%

38%

50% T0 74% 42%

25% T0 49% 16%

Figure 21

~
| I

070 24%

Application security professionals must go through each item line by line, and more than half of
respondents (61% for SAST tools and 63% for DAST tools) say that the process of triaging and diagnosing

each security alert takes an hour or more (Figure 22).

Figure 22
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Inefficiencies for the Development Team

Constantly facing pressure to deploy code quickly, developers need focused blocks of time to get their
work done, but security needs tend to constantly interrupt. A solid majority of respondents (62%) say that
developers stop coding to remediate vulnerabilities at least every two or three days (Figure 23)—and 27%

do so daily.

How often this is done is a process choice aimed at maximizing efficiency, but if the number of
vulnerabilities is large, it is easy to fall behind if remediation is less frequent. One leading SAST vendor
found that organizations must do daily scans—and presumably daily remediation—in order to keep their

median time to remediate close to 60 days, thus minimizing security debt.’

HOW OFTEN DOES YOUR DEVELOPMENT TEAM NEED TO FIX VULNERABILITIES?

Figure 23

1%

ONCE PER DAY ONCEPER2T0 3 ONCE PER WEEK ONCE PER ONCE PER EVERY ONCE PER YEAR
DAYS MONTH COUPLE MONTHS




HOW MUCH TIME ON AVERAGE DOES YOUR DEVELOPMENT TEAM SPEND
REMEDIATING EACH VULNERABILITY FOUND IN DEVELOPMENT?

moRe ThaN 5 Hours [, 0%
aroswoves  E—— e
2103 Houks [ e

Less THan 2Hovrs [ o
Figure 24

Once the security team completes the triage and analysis of alerts, they pass their findings back to
developers for remediation. Aimost all respondents (91%) report that remediation requires at least two
hours of developer time for each vulnerability—and more than half (53%) put that number at four hours or
more (Figure 24). The verification step itself can be complicated for organizations using legacy application
security testing solutions: More than three-quarters (78%) of respondents said that individual developers
spend at least three to five hours per week verifying remediations (Figure 25). Once those steps are taken,

teams typically must perform another time-consuming scan to provide final verification of the fix.

Figure 25
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Inefficiencies for Applications in Production

The SecOps team in the security operations center (SOC) also sees significant inefficiencies from
application security processes once applications are released into production. Well over half of
respondents (73%) say their SecOps team spends at least three hours per security alert in triaging,

correlating, risk rating, writing up, and retesting (Figure 26).

When risky vulnerabilities are found after a program is already in production, fixing those problems is both
urgent and time-consuming. For developers, this creates issues because the work was not planned in
advance and the result can be delays for the project on which they are currently working. Unfortunately,
half of respondents reported that the average remediation in production requires at least 10 hours of

work, and 71% said it takes at least five hours (Figure 27).

HOW MUCH TIME ON AVERAGE DOES YOUR SECURITY TEAM SPEND TRIAGING,
CORRELATING, RISK RATING, WRITING UP, AND RETESTING EACH
VULNERABILITY FIX FOUND IN PRODUCTION?

4+ wours or wore | 2%

shoves . a1
2hours [ 5
thove [N o ,
% Figure 26
somnutes D 34




HOW MUCH TIME ON AVERAGE DOES YOUR DEVELOPMENT TEAM SPEND
REMEDIATING EACH VULNERABILITY FOUND IN PRODUCTION?

28%
25%

1% 1% Figure 27

2 4%

LESSTHANTWO  2T0 4 HOURS 5T0 9 HOURS 10TO 14 HOURS 157024 HOURS  MORE THAN 24
HOURS HOURS

Inefficiencies Add Pressure To Increase Staff

These inefficiencies have increased pressure on organizations to add application security staff. This is
because legacy application security tools require experts to read and interpret the reports from increasingly
frequent scans.™ Unfortunately, the cybersecurity skills shortage makes this difficult. Among respondents,
nearly one-quarter (24%) have managed to add staff for their DevSecOps efforts (Figure 28). On the other

hand, 45% say they need staff but cannot hire, due to either a lack of candidates or a lack of budget.

HAVE YOU NEEDED TO ADD MORE SECURITY STAFF
T0 DEAL WITH DEVSECOPS ISSUES?

Figure 28

YES, WE ADDED STAFF IN THE YES, BUT WE CANNOT FIND A YES, BUT WE ARE NOT IN THE NO, WE DON'T NEED
PAST 12 MONTHS CANDIDATE WITH THE RIGHT SKILL SETS POSITION TO BE ABLE TO HIRE TODO SO
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“WITH THE
TIME FOR
ON—FROM APPSEC AFTER THE FACT TO

AT'S

T0 GET A MOVE

SOURCE: JOHN P. MELLO JR., “THE STATE OF APPLICATION SECURITY TESTING: THE SHIFT IS ON TO SECURE

CODE,” TECHBEACON, MAY 11, 2020.

INSIGHT: REMEDIATION TIMELINES SUGGEST STRUGGLES WITH PRIORITIZATION

Despite the constant interruptions to development and the vast amount of time consumed by scanning,

identifying, and fixing vulnerabilities, organizations report unacceptably slow timelines for getting through

this process. More than 6 in 10 respondents (61%) say that it takes more than 90 days to remediate the

average serious vulnerability (Figure 29). And 54% say that is their average timeline for all vulnerabilities.

This suggests difficulties with the prioritization of vulnerabilities, as organizations would ideally be faster at

repairing serious vulnerabilities than non-serious ones. It also reveals a process problem, as a 90-day

feedback loop for security reduces efficiency and increases cost.

ON AVERAGE, HOW LONG DOES IT TAKE TO REMEDIATE
VULNERABILITIES ONCE THEY HAVE BEEN DETECTED/REPORTED?

I ALL VULNERABILITIES
I SERIOUS VULNERABILITIES

1B% 19

il ==
s

LESS THAN 15 16 T0 30 DAYS
DAYS
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Figure 29

MORE THAN 90
DAYS
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Analyzing these results by industry shows significant gaps. Two industries—finance and banking and
healthcare—performed the best, with 58% and 57% of organizations, respectively, in those industries
reporting that they resolve the average serious vulnerability in less than 90 days (Figure 30). On the other
end of the spectrum, only 25% or 26% of organizations in two industries—media and entertainment and

manufacturing—have met that benchmark.

Asked about how long it takes to reach the remediation of milestones of 25%, 50%, and 75% of
vulnerabilities, a significant plurality of respondents (34%) took between 61 and 90 days to resolve even
25% of vulnerabilities (Figure 31)—but 50% of respondents require less than 61 days. But no fewer than
94% of respondents took more than 60 days to resolve half of their vulnerabilities, and 65% require more

than 90 days to resolve three-quarters of their vulnerabilities.

Figure 30
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HOW LONG DOES IT TAKE YOU TO REACH THESE REMEDIATION MILESTONES?

Figure 31
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ALMOST ALL ORGANIZATIONS HAVE SUSTAINED SUCCESSFUL ATTACKS, AND THEY
HAD REAL CONSEQUENCES

Application attacks continue unabated even during a pandemic, and most respondents are experiencing
hundreds of attack probes every day. In fact, 64% of respondents said individual applications in

production received more than 10,000 probes per application per month in the past year, and 11% saw




more than 20,000 (Figure 32). Some probes are simply trying to detect what technologies are used in the
web application or API. But other probes are attempts to see if a vulnerability is present. Once confirmed,
then real exploit attempts can start. This volume of probes is consistent with analysis of telemetry data

from Contrast Labs analyzing probes and attacks on the Contrast Security customer base.

ON AVERAGE, HOW MANY ATTACK PROBES PER APPLICATION IN PRODUCTION
RUNTIME DID YOU EXPERIENCE EACH MONTH THIS PAST YEAR?

Figure 32
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Real Attacks Damage the Business

The purpose of probes is to find applications that are candidates for actual attacks, and organizations
represented in this survey were hard hit. Only 5% of respondents claim that they saw no successful
attacks to applications in production in the past year, and a solid majority (61%) sustained three or more

such attacks (Figure 33).




Many of these attacks were quite consequential to the business. Nearly three-quarters (72%) said
business-critical data was exposed in at least one attack, 67% experienced operational disruption, and

62% saw brand degradation for their organizations (Figure 34).

HOW MANY SUCCESSFUL EXPLOITED ATTACKS ON APPLICATIONS IN PRODUCTION
RUNTIME DID YOU EXPERIENCE THIS PAST YEAR?
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WHAT WERE THE REPERCUSSIONS OF THESE ATTACKS?

Figure 34

OPERATIONAL DISRUPTION

DATA EXPOSURE

BRAND DEGRADATION

THE STATE OF DEVSECOPS REPORT




“GIVEN THE PACE OF CHANGE AND RATE OF ATTACK CISOS ARE
OFTEN BEING CALLED UPON TO DEAL WITH SHORT-TERM,

HIGH-IMPACT, ISSUES ON A DAILY OR WEEKLY BASIS.”

SOURCE: “RESEARCH REPORT: CYBERSECURITY TECHNOLOGY EFFICACY,” DEBATE SECURITY, OCTOBER 2020.

Digital transformation is no longer an optional step for businesses in any industry, and applications are a
key part of any such strategy. As one observer put it, “Applications have become the business imperative,

the key conduit to customers and the essential business enabler.”

Developers have risen to the challenge, dramatically improving their speed and efficiency in recent years.
This survey found that 78% of organizations now deploy code to production at least multiple times per
week, and nearly half do so daily. Despite this, the fast-changing marketplace makes further business
acceleration a necessity. Nearly 8 in 10 organizations are pressuring their DevOps teams to develop code

even faster, and more than half admit to skipping security scans to meet deadlines.

CONSTANT DELAYS TO DEVELOPMENT

The temptation to take shortcuts when it comes to security is understandable, as such processes consume
a significant amount of time at most organizations. Almost everyone who responded to the survey admits
that traditional application security testing scans take at least three hours each time they are run—and

many say they take significantly longer.

According to a majority of respondents, each alert generated by these tools—including a large number of

false positives—consumes at least an hour of time for the security team in triaging and tracing the source.



Each legitimate vulnerability takes more than four hours of developer time, and verifying those fixes
consumes more than six hours per week for the typical developer. For applications already in production,
a majority of respondents estimated that each alert consumes more than three hours of SecOps time and

more than 10 hours of unscheduled developer time for emergency remediation.

VULNERABILITIES AND ATTACKS PERSIST

Considering the delays to development and staff time expended in the name of application security, one
would expect better outcomes in terms of vulnerabilities and attacks than survey respondents report.
Unfortunately, nearly 8 in 10 organizations average 20 or more vulnerabilities per application in

development.

On top of that, almost every organization admits to being aware of at least four vulnerabilities per
application in production. This is a real problem—not only because of the heightened risk of application
attacks but also because vulnerabilities are as much as 100 times more expensive to repair at that point

than in the design phase."

Given these factors, it is not too surprising that a solid majority of organizations have suffered at least
three successful attacks in the past year, resulting in tangible losses of data, operational uptime, and

brand value.

TAKEAWAYS FOR NEXT STEPS

It is clear that application security is truly a work in progress at most of the organizations represented in
this survey—even at some with tens of thousands of employees. Many are making at least preliminary
moves toward a more effective strategy. For example, a significant minority of organizations have built a

collaborative relationship between the development and security teams.

The good news is that modern application security technology can now virtually eliminate security-related
delays to development while catching vulnerabilities early in the process and significantly reducing false
positives. Application security testing solutions that use instrumentation move beyond legacy application

security testing tools to perform continuous security testing from within the application itself, providing



real-time feedback and the ability to remediate on the fly. Other tools provide coverage for open-source code

and for applications in production.

But as is the case with all aspects of cybersecurity, integration is key to a successful application security
program. An integrated application security platform that uses instrumentation across the entire SDLC
enables security observability. This, in turn, enables teams to ask the right questions as to why their
software is not secure—and respond effectively. The result is empowerment for development, operations,

and security teams to improve their application risk posture while significantly improving business outcomes.
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